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AI guidelines

BUT 
How can we handle the indistinguishability between human-created and machine-

generated text?

Ø No detection algorithm / no expert / no naïve person can distinguish with certainty!

NO ONE WANTS TO REVIEW AND PUBLISH PURELY MACHINE-GENERATED TEXT.

Studies evaluating humans' 
limitations regarding 
indistinguishability

Clark et al. (2021). All That’s 
“Human” Is Not Gold: 
Evaluating Human Evaluation 
of Generated Text. 

Brown et al. (2020). Language 
Models are Few-Shot 
Learners.

Gao et al. (2022). Comparing 
scientific abstracts generated 
by ChatGPT to original 
abstracts using an artificial 
intelligence output detector, 
plagiarism detector, and 
blinded human reviewers

Schwitzgebel, E., Schwitzgebel, 
D., & Strasser, A. (2023). 
Creating a large language 
model of a philosopher.

DETECTION SOFTWARE 

some sources claim up to 98% accuracy à BUT suspiciously like advertising

• do not refer to experimental studies (Compilatio, 2024; Crossplag, 2024; Winston AI, 2024; Zero GPT, 
2024)

scientific study by Weber-Wulff et al. (2023):

• 12 publicly available tools & two commercial systems (Turnitin, PlagiarismCheck): none was accurate or 
reliable
• all scored below 80% accuracy, and only 5 over 70% 

• (consistent with N. Anderson et al., 2023; Demers, 2023; Elkhatat et al., 2023; Gewirtz, 2023; Krishna et al., 
2023; Pegoraro et al., 2023; van Oijen, 2023; J. Wang et al., 2023)

Ø How can a publisher verify the human authorship?



Acceptable use cases

Ø Using DeepL, Grammarly, or 
ChatGPT 
• to improve drafts concerning 

language and style
• to enhance the readability of a 

text
• to suggest alternative phrasings

THE USE OF GENERATIVE TECHNOLOGY IS UNAVOIDABLE, WHICH USE CASES ARE ACCEPTABLE?

Ø We might even have no problem imagining that such machines 
are used as a muse to gain inspiration for future work. 

• Thinking tools for inspiration, improving language and style?.

Dennett 2023, p. 276



Limitations of reliability

What about proofing that technology users are aware of the limitations regarding the reliability of 
generative AI technology? 

Being well-informed (understanding & acknowledging) about these limitations of genAI 
technology like LLMs is crucial for responsible use.

BUT HOW CAN WE PREVENT THE USERS FROM BEING VICTIMS OF THE UNRELIABILITY OF LLMS?

Further critical issues: 
• How can we ensure that the use of this 

technology does not contribute to new 
forms of plagiarism by using fine-tuned 
models of certain authors?

• And what about implicit violations of 
copyright issues?

• Can publisher avoid that the works of 
their authors are used as training data?



AI Guideline

v How can the publisher verify the human authorship?
v Signature? / ORCID? … 

v Should the publisher require proof of being well-informed about the limitations regarding the 
reliability of generative AI technology? 
v e.g. the necessity to go through intense fact-checking

v Should authors be required to mention when they are using fine-tuned models on other authors 
and promise to make sure that they are avoiding plagiarism by referring to the original author?

v The publisher should inform about potential Copyright violations through LLM companies.
v Clarify whether authors are okay to become training data.

v interesting issue
v  investigate whether OpenAI has used DeGruyter texts to train its LLMs

v check WebText, WebText2 and Common Crawl
v ask sample queries to the models and analyze the generated answers

QUESTIONS & SUGGESTIONS
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