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Cameron Buckner (Houston) 
Moderate empiricism & machine learning

READ UPCOMING BOOK
Cameron J. Buckner (2023). Deeply Rational Machines. 
What the History of Philosophy Can Teach Us about the
Future of Artificial Intelligence. Oxford University Press. 
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INNATE VS LEARNED | NATURE VS NURTURE

consequences for 
engineering methodology

manually program 
core knowledge

enable them to learn* the 
domain-specific

abstractions themselves

ML might mine gems from the history of
philosophy (general cognitive

architecture & rational decision-making

innate

derived from sensory 
experience

ORIGIN OF A
BSTRACT KNO

WLEDGE

e.g., abstract triangle



Rosa Cao (Stanford) 
Are apparently successful DNN models also truly explanatory?
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Do models have understanding? Do their words have meaning? Are they (relevantly) like us? Do they have
representations with the same functional role (e.g., inner models structuring behavior)?

EXPLANATORY TARGET

EXPLANATORY (?) MODEL

• What aspects of your target 
does the model capture?

• To what degree?
• Under what assumption?
• How robust is your model? 
• How well does it generalize?
• How efficient is it?

REPRESENTATIONAL PRAGMATISM
patterns of activity
• should be causally involved in behavior
• must be manipulable at the representational level
Ø ascriptions are relative to a probe (& explanatory purpose)

INSTEAD OF
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Jacqueline Harding (Stanford) Fintan Mallory (Oslo)
Teleosemantics for Neural

Word Embeddings
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Symposium: Representation in Deep Learning Systems



Anders Søgaard (Copenhagen)
A response to Bender & Koller (2020). Climbing towards NLU.
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UNSUPERVISED MACHINE TRANSLATION

SUPERVISED

Is this knowledge?

1. vocabulary alignment using point 
set registration algorithms

2. co-reference of ‘line’ and ‘linea’
3. translate

BUT works only if spaces are very 
similar



Hofstadter & Sander 2013, Chung & Aboutt 2021,

Odouard & Mitchell 2022

abstraction
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Tony Chen, Mitchell Ostrow, Hokyung Sung, Cedegao Zhang 
Do deep neural networks have concepts?

OTHER FEATU
RES

• discriminability

• intentional,

consistent, causal

structure

EMPIRICAL TEST FORMAL CHARACTERIZATION OF CONCEPTS

HOW SOME FEATURES MIGHT BE PARTIALLY OPERATIONALIZED
De Martino et al. 2023

context-sensitivegenerative

Barsalou 2020

relational

Shi 2020 Lake & Baroni 2018, Hupkes et al. 2019, 
Lewis et al. 2022

compositional



Speakers: 
• Ishita Dasgupta (DeepMind)
• Niko Kriegeskorte (Columbia)
• Tal Linzen (NYU / Google AI)
• Robert Long (Center for AI Safety)
• Ida Momennejad (Microsoft Research)

Panel: 

What Can Deep Learning Do for Cognitive Science and Vice Versa? 



Ishita Dasgupta (DeepMind)

humans are better at 
reasoning in familiar 

social settings
(Wason task)

SPECTRUM OF RESPONSES
Wie et al. (2022). 
Chain of thought
prompting elicits

reasoning in large 
language models.

Valmeekam et al. 
(2022). 

Large Language 
Models Still Can't

Plan.

Homo economicus
Perception as

Baysian inference

Predictibility
Thinking slow /

thinking fast
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Niko Kriegeskorte (Columbia)
DISRUPTED BY TWO REVOLUTIONS
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Tal Linzen (NYU / Google AI)
What, if anything, can LLMs teach us about human language acquisition?

a useful infrastructure
IF MODELS ARE TRAINED ON HUMAN-APPROPRIATE DATA

• e.g. resource-limited in human-like ways
• not the ones corporations find attractive

EXPERIMENTS WITH COMMERCIAL LLMS ARE NOT RELEVANT

à Which assumptions lead to the successful acquisition of linguistic 
generalization?

à Do we need Universal Grammar?
à Do we need perceptual grounding?
à What representations emerge to support the network’s behavior?
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Robert Long (Center for AI Safety)
Why cognitive science is not helful for AI

VALUABLE INSIGHTS ABOUT THE COMPUTATIONAL BASIS OF HUMAN (AND ANIMAL) INTELLIGENCE
• reverse engineering
• transferrable insights from neuroscience, philosophy, etc.
• cognitive science: plausible & appealing but false in practice
• AI systems don’t need those solutions … especially not at scale
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Ida Momennejad (Microsoft Research)
LLMs need a [dumb] PFC

Momennejad, I. (2023). A rubric for human-like 
agents and NeuroAI. Philosophical Transactions 
of the Royal Society B, 378(1869), 20210446.

PFC
• to coordinate other processes & representations
• like in a multiagent constellation adaptive to task/ goals
• control as conductor of an orchestra

use the rubric for nonbinary evaluations
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Nicholas Shea (london) 
The importance of logical reasoning and its emergence in deep 

neural networks
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BE REALIST ABOUT REPRESENTATIONS !

1. representations in DNNs

2. two types of representational transition 
(content-specific & non-content-specific)

3. humans: flexible reliance on both

4. hybrids in AI



RAPHAËL MILLIÈRE (COLUMBIA)
COMPOSITIONALITY IN DEEP NEURAL NETWORKS
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compositional behavior

compositional representations

DILEMMA



Grace Lindsay (NYU) 
Developing neural systems understanding
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1.) What kind of understanding do we seek? Does control demonstrate understanding?

2.) What has to be true about two systems in order to be able to successfully apply a given analysis to both?
ANNs & brains share many features

3.) What will a successful ‘language’ for neural systems look like?



Speakers 
• Anna Ivanova (MIT) 
• Nuhu Osman Attah (Pittsburgh)
• Patrick Butlin (Oxford)
• Philippe Verreault-Julien (Eindhoven)

Symposium: 

Linguistic and Cognitive Capacities of Large Language M
odels 



Anna Ivanova (MIT)
Formal & functional competence in LLMs

functional competencesformal competences

formal reasoning world knowledge
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Nuhu Osman Attah (Pittsburgh)
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Why think LLMs do not have any communicative intentions (CI) at all?
• Bender et al. 2021: because they don’t have any mechanism to accommodate

communicative intention nor are they trained to take such intentions into consideration
plausible mechanisms in LLMs



Patrick Butlin (Oxford)
Can LLMs understand utterances?

NOW: 
function argument 

does not work

function argument
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DETAILED ANALYSIS IS NEEDED TO CLARIFY REPRESENTATIONAL CONTENT IN LLMS

Butlin, P. (2021). Sharing Our Concepts with Machines. 

previous claims:



Philippe Verreault-Julien (Eindhoven)
Four Lessons LLMs teach us about understanding? 

1. understanding comes in degrees
2. grasping matters
3. inferences aren’t the end of the story
4. understanding may not be compatible with lack of justification or falsehood

UNDERSTANDING

JUSTIFICATION OR FALSEHOOD

INFERENCES

GRASPING MATTERS?
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